Impact of land use change on the diurnal cycle climate of the Canadian Prairies
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[1] This paper uses hourly observations from 1953 to 2011 of temperature, relative humidity, and opaque cloud cover from 14 climate stations across the Canadian Prairies to analyze the impact of agricultural land use change on the diurnal cycle climate, represented by the mean temperature and relative humidity and their diurnal ranges. We show the difference between the years 1953–1991 and 1992–2011. The land use changes have been largest in Saskatchewan where 15–20% of the land area has been converted in the past four decades from summer fallow (where the land was left bare for 1 year) to annual cropping. During the growing season from 20 May to 28 August, relative humidity has increased by about 7%. During the first 2 months, 20 May to 19 July, maximum temperatures and the diurnal range of temperature have fallen by 1.2°C and 0.6°C, respectively, cloud cover has increased by about 4%, reducing surface net radiation by 6 W m$^{-2}$, and precipitation has increased. We use the dry-downs after precipitation to separate the impact of cloud cover and show the coupling between evapotranspiration and relative humidity. We estimate, using reanalysis data from ERA-Interim, that increased transpiration from the larger area of cropland has reduced the surface Bowen ratio by 0.14–0.2. For the month on either side of the growing season, cloud cover has fallen slightly; maximum temperatures have increased, increasing the diurnal temperature range and the diurnal range of humidity.


1. Introduction

[2] In the past 30 years there has been a major change in land use over the Canadian Prairies, specifically the conversion of more than five million hectares of summer fallow (where the land was left bare for 1 year) to continuous annual cropping. The large increase in the area of cropland has increased summer transpiration. This has modified the warm-season climate over the Prairies, particularly in the period from 15 June to 15 July [Gameda et al., 2007]. There has been a decrease in mean daily maximum temperature and the diurnal temperature range, a decrease in the incoming solar radiation, and an increase in precipitation, particularly during mid-July at the peak of the growing season. Raddatz [1998] suggested that increased evapotranspiration (ET) during the height of the growing season, which enhances the potential for moist deep convection, is likely to have resulted in more frequent and severe precipitation events.

[3] This paper explores these links between climate change, land use, and the summer diurnal cycle climate using hourly observations of temperature, relative humidity, and opaque cloud cover, and daily precipitation data since 1953 from 14 climate stations across the Canadian Prairies. Our objective is to understand the impact of land use change on the diurnal climate, represented by the mean temperature and relative humidity and their diurnal ranges. We will show how the seasonal cycle of the diurnal climate has changed with land use. We will compare the change in the seasonal cycle over the Prairies with the seasonal cycle over the boreal forest to the north, which has not changed.

[4] There is an extensive literature on the impact of ecosystem and crop phenology of the seasonal cycle, especially the spring transition when ET increases steeply with leaf emergence [Schwartz and Karl, 1990; Schwartz, 1994, 1996; Schwartz et al., 2012; Fitzjarrald et al., 2001; Freedman et al., 2001].

[5] Pielke [2001] reviews the many links between surface moisture, land-surface heat fluxes, and cumulus convective rainfall. Lyons et al. [1996] discuss using satellite observations the change in the surface energy balance that has resulted from the replacement of native vegetation with annual winter crops in southwestern Australia. They found a marked reduction in the sensible heat flux to the atmosphere during winter and spring that may be related to the decrease in winter rainfall observed throughout the agricultural region. Wang et al. [2013] have simulated the annual cycle of ET for the entire Canadian landmass for the period 1979–2008 at 1 × 1 km$^2$
spatial resolution using the Ecological Assimilation of Land and Climate Observations model driven by remote sensing land-surface data and gridded meteorological forcing products. Vegetation types and leaf area index are characterized using satellite data from the year 2000. Betts et al. [2007] contrasted the surface energy balance and cloud feedbacks between agricultural land and boreal forest in the transition zone between the Prairies and forest in Saskatchewan.

There have been many modeling studies of the impact of land use change on the water and energy cycle, mostly dealing with the conversion of natural landscapes to cropland. Bounoua et al. [2002] used two 15 year climate simulations to show that in temperate latitudes, where human modification of the landscape has converted large areas of forest and grassland to cropland, conversion cools canopy temperatures up to 0.7°C in summer from the increased latent heat flux of crops during the growing season and up to 1.1°C in winter from increased albedo. Diffenbaugh [2009], using a high-resolution nested climate modeling system, showed statistically significant warm-season cooling, driven by changes in both surface moisture balance and surface albedo, in regions where crop/mixed farming has replaced short grass (in areas of the Great Plains) and interrupted forest (in areas of the Midwest and southern Texas) and with regions of irrigated crops (in the western United States). Mishra et al. [2010] used historic, present, and projected future land cover data and observed meteorological forcing data for 1983–2007 over Wisconsin (U.S.) to drive a variable infiltration capacity model. They found that a full forest-to-cropland conversion reduced annual average net radiation and sensible heat flux, partly due to the large impact of increased snow albedo in winter and spring. Forest-to-cropland conversion also reduced annual ET, although the latent heat flux increased in summer. Lu and Kueppers [2012] discuss the surface energy partitioning over four dominant vegetation types across the United States by comparing flux tower observations with a coupled regional climate model. A simulation of the hydroclimatic impacts of projected Brazilian sugarcane expansion by Georgescu et al. [2013] shows a cooling of order 1°C during the peak of the growing season from increased evapotranspiration and a warming of similar magnitude after harvest. Christidis et al. [2013] explore the role of land use change on daily temperatures and find that loss of trees and increase of grassland since preindustrial times has caused an overall cooling trend in both mean and warm extreme temperatures.

The climate data we analyze here show that the coupled system response of the diurnal and seasonal climate to changes in agricultural land use are consistent with those seen in models, and they provide greater detail. On the other hand, we have no direct data on the surface Bowen ratio (BR) or ET. A preceding paper [Betts et al., 2013] used the first 40 years of these data to address the cloud radiative forcing of the diurnal cycle climate over the seasonal cycle. We will use their results to separate the impact of clouds on the surface energy budget from the changes in BR and relative humidity (RH), coming from increased annual cropping. One useful surrogate is the dry-down after rain events, which show the response of the local diurnal climate to falling ET. To estimate the coupling between RH and BR, we will use hourly model data with computed surface fluxes from the European Centre reanalysis known as ERA-Interim [Dee et al., 2011]. These were archived for a grid point, shown later in Figure 1, for the Boreal Ecosystem-Atmosphere Study (BOREAS) and the Boreal Ecosystem Research and Monitoring Sites (BERMS) in Saskatchewan.

Our analysis shows that increased annual cropping has changed the seasonal diurnal climate of the Canadian Prairie region, reducing ET and increasing temperature, especially in summer. The impact on the regional climate is likely to be significant, as the Prairies are a major source of precipitation for the central United States. The implications for agriculture and water resources are important, as the region is a major producer of crops and a major consumer of water.
2. Data and Background

2.1. Climate Stations and Ecozones

[10] We used data from the 14 climate stations listed in Table 1. These have hourly data, starting in 1953 for all stations, except Regina and Moose Jaw which start in 1954. The stations are all at airports. The 11 southern stations from 49 to 52ºN are in agricultural regions, and the 3 most northern stations (The Pas, Prince Albert, and Grand Prairie) are either in or close to the boreal forest. We generated a file of daily means for all variables (from the 24 hourly values) and extracted and appended to each daily record the corresponding hourly data at the times of maximum and minimum temperature (\(T_{\text{max}}\) and \(T_{\text{min}}\)). We merged daily total precipitation and daily snow depth. This is our reduced diurnal cycle climate data set [Betts et al., 2013]. In the first 40–50 years there are very few missing hourly observations. Nine stations, marked correspondingly in Table 1, have maintained a complete hourly record to the present, while five have been reduced to daytime observations in recent years, which breaks the continuity and usefulness of their records because we can no longer calculate a true daily mean.

[11] Figure 1 shows the distribution of the climate stations across Ecozones in western Canada. Ecozones are the broadest group within the Canadian ecological stratification hierarchy. They are further subdivided into ecoregions and ecodistricts, each level providing increasing scale and distinction of biotic (e.g., soil and vegetation) and abiotic (e.g., climate and topography) features and information. A web visualization tool exists for these ecological subdivisions [Ecodistrict, 2013]. Using ecoregions, the prairie eczone was subdivided into two regional zones, the semiarid prairies and subhumid prairies. These subdivisions represent differences in climate deemed sufficient to significantly affect the nature and management of agriculture. The 50 km radius circles around each station were used to generate local averages of the ecoregion crop data (see next section). Land use averages were also generated within the agricultural ecumene for each provincial ecological zone (boreal plains eczone and semiarid/subhumid prairie regional zones). Agriculture is only a small fraction of the agricultural ecumene within the much larger boreal plains eczone (Figure 1).

2.2. Trends in Agricultural Land Use Around the Climate Stations

[12] The ecoregion crop data [AFC, 2011] were interpolated and averaged in the 50 km radius region centered on each climate station shown in Figure 1. The trends for cropland (red), pasture (green), and summer fallow (blue) around each climate station by province are shown in Figure 2.

[13] Since the 1970s there has been a general increase in cropland and a decrease in summer fallow. This transition has been largest in Saskatchewan, where in the 1960s and 1970s the summer fallow exceeded 30% of land area around Regina, Estevan, and Swift Current, but since 1991 this has fallen sharply to a current value around 5%. In Manitoba, the increase in cropland occurred before 1981 and percent of summer fallow was only around 10% in the 1960s.

[14] We chose to average land use over this 50 km radius because we are interested in the impact of land use change on the diurnal cycle in the growing season in the coupled system with a changing atmospheric boundary layer and cloud field. This is nonlocal response. The 100 km scale

### Table 1. Airport Climate Stations: Location and Elevation

<table>
<thead>
<tr>
<th>Station Name</th>
<th>Station ID</th>
<th>Province</th>
<th>Latitude</th>
<th>Longitude</th>
<th>Elevation (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Red Deer</td>
<td>3025480</td>
<td>Alberta</td>
<td>52.18</td>
<td>–113.62</td>
<td>905</td>
</tr>
<tr>
<td>Calgary</td>
<td>3031093</td>
<td>Alberta</td>
<td>51.11</td>
<td>–114.02</td>
<td>1084</td>
</tr>
<tr>
<td>Lethbridge</td>
<td>3033880</td>
<td>Alberta</td>
<td>49.63</td>
<td>–112.80</td>
<td>929</td>
</tr>
<tr>
<td>Medicine Hat</td>
<td>3034480</td>
<td>Alberta</td>
<td>50.02</td>
<td>–110.72</td>
<td>717</td>
</tr>
<tr>
<td>Grande Prairie</td>
<td>3072920</td>
<td>Alberta</td>
<td>55.18</td>
<td>–118.89</td>
<td>669</td>
</tr>
<tr>
<td>Regina</td>
<td>4016560</td>
<td>Saskatchewan</td>
<td>50.43</td>
<td>–104.67</td>
<td>578</td>
</tr>
<tr>
<td>Moose Jaw</td>
<td>4015320</td>
<td>Saskatchewan</td>
<td>50.33</td>
<td>–105.55</td>
<td>577</td>
</tr>
<tr>
<td>Estevan</td>
<td>4012400</td>
<td>Saskatchewan</td>
<td>49.22</td>
<td>–102.97</td>
<td>581</td>
</tr>
<tr>
<td>Swift Current</td>
<td>4028040</td>
<td>Saskatchewan</td>
<td>50.3</td>
<td>–107.68</td>
<td>817</td>
</tr>
<tr>
<td>Prince Albert</td>
<td>4056240</td>
<td>Saskatchewan</td>
<td>53.22</td>
<td>–105.67</td>
<td>428</td>
</tr>
<tr>
<td>Saskatoon</td>
<td>4057120</td>
<td>Saskatchewan</td>
<td>52.17</td>
<td>–106.72</td>
<td>504</td>
</tr>
<tr>
<td>Portage-Southport</td>
<td>5012320</td>
<td>Manitoba</td>
<td>49.9</td>
<td>–98.27</td>
<td>270</td>
</tr>
<tr>
<td>Winnipeg</td>
<td>5023222</td>
<td>Manitoba</td>
<td>49.82</td>
<td>–97.23</td>
<td>239</td>
</tr>
<tr>
<td>The Pas</td>
<td>5052880</td>
<td>Manitoba</td>
<td>53.97</td>
<td>–101.1</td>
<td>270</td>
</tr>
</tbody>
</table>

Notes:

- Complete data sets.
- Stations with downward shortwave radiation.

Prairies, which furthers our understanding of the seasonal climate transitions [Betts, 2011a] at the beginning and end of the growing season. The local coupling between land surface, boundary layer, clouds, and phenology on seasonal timescales is coupled to changes in regional and global climate. Where possible, we will identify local coupled processes as a guide to understanding the changing climate of the Prairies and provide a benchmark for evaluating the realism of climate model simulations of the past 60 years.

[9] Section 2 reviews the climate station data and the changes in agricultural land use and summarizes the results of Betts et al. [2013] on the warm-season coupling between cloud cover and the diurnal climate. Section 3 shows the impact of the change in land use across the Prairies on the annual cycle of temperature, \(T\), relative humidity, RH, and their diurnal ranges, along with opaque cloud cover. Section 4 analyzes the surface and cloud radiative forcing of the diurnal cycle climate and the dry-downs after rain events and shows comparisons with ERA-Interim grid point data. Section 5 uses the ERA-Interim data to estimate the land-surface coupling between BR and RH and shows the mean warm-season change in temperature, humidity, cloud, precipitation, and surface fluxes with land use change in the Saskatchewan Prairies. Section 6 presents our conclusions.
corresponds to an advection time of order 7 h at a wind speed of 4 m s\(^{-1}\). The next section averages up to the larger scales of the ecological zones for comparison.

### 2.3. Ecological Zone Changes in Summer Fallow and Cropland

[15] Figure 3 shows how the percent of the land area in annual and perennial crops, total cropland, pasture, and summer fallow within the agricultural ecumene has changed over the 60 years. Note that cropland is not exactly the sum of annual and perennial crops, because they are aggregated based on crop-specific variables in the census; reporting is farm-specific, and some information is suppressed at the lower levels to maintain confidentiality. Summer fallow is further subdivided into averages over the ecological zones for each province shown in Figure 1. We see that the drop in summer fallow, shown in Figure 2 for the 50 km circle regions around the climate stations, is broadly representative of the provincial ecological zones. Saskatchewan has shown the steepest drop from peaks around 25% in the semiarid and subhumid prairies in the 1960s, while in Alberta and Manitoba, the peak in summer fallow was much smaller. These decreases in summer fallow have been matched largely by a corresponding increase in cropland, both annual crops and perennial crops, because they are aggregated based on crop-specific variables in the census; reporting is farm-specific, and some information is suppressed at the lower levels to maintain confidentiality.

### 2.4. Coupling Between the Diurnal Cycle, Clouds, and Precipitation in the Warm Season

[16] The Canadian hourly climate data from the early 1950s to the present are very useful because they contain hourly observations of opaque cloud cover in tenths. These cloud data show the land-surface-cloud coupling over both the diurnal and seasonal cycles [Betts et al., 2013]. These opaque cloud data are of such good quality that we were able to calibrate them against multiyear longwave and shortwave radiation data (see section 4 later).

[17] Our analysis framework is based on the concept of the land-surface diurnal cycle climate, introduced by Betts and Ball [1995, 1998] for a grassland study and used by Betts et al. [2001] for a boreal forest study and by Betts [2004] to discuss hydrometeorology in global models. For individual days, the diurnal cycle is a combination of local processes and synoptic scale advection. However, if sufficient data are composited, the climate structure representative of the local energy balance emerges from the synoptic variability. This is especially true in summer, when the solar forcing is large.

[18] We characterize the diurnal cycle by the diurnal temperature range between maximum and minimum temperatures \(T_{\text{max}} - T_{\text{min}}\)

\[
\text{DTR} = T_{\text{max}} - T_{\text{min}}
\]

and the diurnal range of RH which can be approximated in the warm season as

\[
\Delta RH = RH_{\text{max}} - RH_{\text{min}}
\]

[19] This is because in the typical diurnal cycle, maximum RH is generally at \(T_{\text{min}}\) at sunrise and the minimum RH is at \(T_{\text{max}}\) in the afternoon [see Betts et al., 2013].
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The barely visible dotted lines, which we will use to represent the climatology of this warm-season coupling to cloud cover, are these quadratic fits.

\[ \text{T}_{\text{max}} : \text{fit} = 25.10 - 0.043 \text{ Opaque Cloud} - 0.1243 \text{ Opaque Cloud}^2 \quad (3a) \]

\[ \text{DTR} : \text{fit} = 17.11 - 0.624 \text{ Opaque Cloud} - 0.0641 \text{ Opaque Cloud}^2 \quad (3b) \]

\[ \text{RH} : \text{fit} = 52.71 + 0.544 \text{ Opaque Cloud} + 0.2813 \text{ Opaque Cloud}^2 \quad (3c) \]

\[ \Delta \text{RH} : \text{fit} = 48.82 + 0.148 \text{ Opaque Cloud} - 0.3481 \text{ Opaque Cloud}^2 \quad (3d) \]

We shall take these averages for the period May–August as representative of the growing season climatology. In section 4, we will use them as a reference when we separate the impacts of cloud and land-surface processes on the diurnal cycle.

In fact, Betts et al. [2013] showed that the coupling between diurnal climate and cloud cover has very distinct warm and cold season states. The diurnal ranges of temperature and RH fall, and daily mean RH (RH_{\text{mean}}) and daily precipitation increase with increasing opaque cloud cover. Of the 14 stations in Table 1, we have omitted Portage-Southport because precipitation increase with increasing opaque cloud cover.

The barely visible dotted lines, which we will use to represent the climatology of this warm-season coupling to cloud cover, are these quadratic fits.

\[ \text{T}_{\text{max}} : \text{fit} = 25.10 - 0.043 \text{ Opaque Cloud} - 0.1243 \text{ Opaque Cloud}^2 \quad (3a) \]

\[ \text{DTR} : \text{fit} = 17.11 - 0.624 \text{ Opaque Cloud} - 0.0641 \text{ Opaque Cloud}^2 \quad (3b) \]

\[ \text{RH} : \text{fit} = 52.71 + 0.544 \text{ Opaque Cloud} + 0.2813 \text{ Opaque Cloud}^2 \quad (3c) \]

\[ \Delta \text{RH} : \text{fit} = 48.82 + 0.148 \text{ Opaque Cloud} - 0.3481 \text{ Opaque Cloud}^2 \quad (3d) \]

There are two spring transitions [Betts, 2011a]. The first is the sharp transition after DOY = 85 (26 March), which is the average date of snowmelt [Betts et al., 2013], when there is a sharp rise of DTR and ΔRH and a fall of RH_{\text{mean}}. The diurnal cycle of temperature and RH change from a cold-season to a warm-season state [Betts et al., 2013]. The soil then dries, and with the solar zenith angle decreasing rapidly, temperature rises and humidity falls to a minimum. Figure 4 shows that RH_{\text{mean}} reaches a climatic minimum about 5–6 weeks after snowmelt.

The peak in DTR and minimum in RH_{\text{mean}} around DOY = 135 (15 May) mark the beginning of the second spring transition that occurs with the green-up of the landscape and the spring growth of annual crops [Schwartz and Karl, 1990; Schwartz, 1994, 1996; Fitzjarrald et al., 2001; Freedman et al., 2001]. In the recent period the peaks in DTR and trough in RH_{\text{mean}} are earlier by 10–20 days. This is consistent with the earlier start to the growing season by several days per decade [Qian et al., 2009, 2012].
However, this transition depends on the planting dates of annual crops, as well as the impact of a warming winter climate on the spring regrowth of perennial crops and the natural ecosystem [Betts, 2011b]. The average seeding date for spring wheat in Saskatchewan for the period 1952–1984 was 11 May, with a range of several weeks depending on soil and climate conditions in spring [Bootsma and De Jong, 1988].

[29] For the period from 20 May to 27 August (140 ≤ DOY < 240), which we will consider to be the growing season, the seasonal cycle shows a distinct increase in RH\textsubscript{mean} between the two periods that is consistent with increased transpiration from the conversion of summer fallow to cropland. Opaque cloud falls from DOY = 150, when the peak is noticeably higher in the recent period, to a minimum around

Figure 5. Change in annual cycle of (left) $T_{\text{max}}$, $T_{\text{mean}}$, $T_{\text{min}}$, and DTR and (right) RH\textsubscript{mean}, ΔRH and opaque cloud for Saskatoon, Regina, and Estevan.

Figure 6. As in Figure 5 for mean of three stations in Saskatchewan.
DOY = 210 (29 July). We will discuss these summer differences in more detail below with Figure 6 and in section 5.

Note that in the recent period after 1991, \( T_{\text{max}}, DTR, \) and \( \Delta RH \) are higher, both before the growing season (10 April to 19 May, \( 110 \leq \text{DOY} < 139 \)) and after the end of the growing season, 28 August to 6 October (240 \( \leq \text{DOY} < 279 \)).

A fall transition follows as DTR and \( \Delta RH \) decrease from 7 October to 16 November (DOY = 320), the mean date of the first lasting snow cover in Regina [Betts et al., 2013].

Figure 6 shows the mean for these three stations: Saskatoon, Regina, and Estevan. We show four dotted lines to visually link the changes in different variables at DOY = 135, 195, 235, and 280, corresponding to 15 May, 14 July, 23 August, and 7 October. This change in the seasonal cycle from the early (mean of 1972) to later period (mean of 2001) has these characteristics:

1. For \( 140 \leq \text{DOY} < 200 \) (20 May to 18 July), the recent period has a DTR that is lower by \(-0.6^\circ C\), with \( T_{\text{max}} \) lower by \(-1.2^\circ C\) and \( T_{\text{min}} \) lower by \(-0.6^\circ C\).
2. For \( 140 \leq \text{DOY} < 240 \) (20 May to 27 August), \( RH_{\text{mean}} \) averages 7% higher in the recent period and reaches a peak at DOY = 195 (14 July).
3. For \( 140 \leq \text{DOY} < 200 \) (20 May to 18 July), mean opaque cloud is higher by 4% on average in the recent period.
4. There are two other stations in Saskatchewan which lack nighttime observations in recent years: Moose Jaw after 1997, and Swift Current from 1980 to 1986 and on some days in later years. We have computed bias corrections for the missing nighttime data by subsampling the first four decades of complete record. With these corrections, Moose Jaw and Swift Current then show similar changes to those seen in Figure 5, but we do not include them in the Figure 6 mean because of the added uncertainty of these bias corrections.

3.2. Afternoon Change in Midsummer \( \theta_E, P_{\text{LCL}}, \) and \( Q \) at the Time of \( T_{\text{max}} \)

Figure 7 shows the mean change of four Saskatchewan stations between the two periods in equivalent potential temperature, \( \theta_E \) and \( P_{\text{LCL}} \), the pressure height to the lifting condensation level (LCL), mixing ratio, \( Q \), all at the time of \( T_{\text{max}} \), together with daily precipitation. We have added Moose Jaw because it has precipitation data (1954–2011) and daytime data at the time of \( T_{\text{max}} \). The standard deviations shown on the 1992–2011 mean curve are for the differences across the four stations between the two time periods. The impact of the change in land use is visible during the growing season. In the recent period from 1992 to 2011, the higher RH: \( T_{\text{max}} \) over the Prairies from increased evapotranspiration

Figure 8. As in Figure 5 for Calgary and Winnipeg.
[37] Precipitation over the Prairies in recent decades has increased, especially from 15 June to 15 July (166 ≤ DOY < 196) during the period of peak crop transpiration [Gameda et al., 2007]. Precipitation is a noisy variable, but Figure 7 shows a mean precipitation increase of 24% in the early growing season (140 ≤ DOY < 200), coincident with the fall of $P_{LCL}$. This suggests that local evaporation-precipitation feedback may be increasing precipitation. Almost all summer days have low-level boundary layer cloud, so $P_{LCL}$ generally corresponds to the pressure height of cloud base. A lower cloud base and higher $\theta_e$ favors deep convection, and an increase of $Q$ for air lifted to cloud base is consistent with an increase in precipitation. De Ridder [1997] showed that $\theta_e$ generally increases with increasing evaporative fraction, which increases the potential for precipitating convection. Raddatz [1998] also suggested that increased ET during the height of the growing season, which enhances the potential for moist deep convection, is likely to have resulted in more frequent and severe precipitation events. Raddatz and Cummine [2003] have suggested there is a link between increased ET from the agro-ecosystem, increased boundary layer moisture, and the number of tornado days over the Prairies.

[38] One historic reason for summer fallow was to reduce ET and conserve soil water in a dry climate. However, the increase of ET from the conversion to cropland may have increased precipitation. This near balance in summer between ET and precipitation over northern continental regions, including Canada, has been seen in global model simulations over a wide range of initial soil moisture conditions [Betts, 2004]. For the Prairies, Wang et al. [2013] show that there is a close balance between precipitation and ET over the annual cycle.

3.3. Seasonal Cycle Changes for Calgary and Winnipeg

[39] Figure 8 shows the corresponding changes for two other Prairie climate stations, Calgary and Winnipeg. The spring peak in DTR and minimum in RH$_{mean}$ are again earlier in recent decades. The growing season changes are similar to those in the province of Saskatchewan but smaller. For 140 ≤ DOY < 200 (20 May to 18 July) $T_{max}$ falls $-0.8^\circ$C at Calgary and $-0.6^\circ$C at Winnipeg. For 140 ≤ DOY < 230 (20 May to 18 August), RH$_{mean}$ averages 4.5% higher in the recent period. For 140 ≤ DOY < 200 (20 May to 19 July), mean opaque cloud is higher by 0.2 tenths on average in the recent period for Winnipeg. At Calgary the changes in cloud are small, and the low cloud observations are systematically lower after the mid-1970s.

3.4. Northern Boreal Forest Stations

[40] Figure 9 shows the corresponding changes for two northern climate stations. At Grand Prairie, there has been a small shift from summer fallow to annual cropping (Figure 2), but the agricultural region is small (Figure 1) and embedded in the boreal forest. The Pas is primarily boreal forest, and the agricultural land use is small and has changed little.

[41] The periods before and after 1991 show little difference in growing season RH$_{mean}$, $T_{max}$, or $T_{min}$. The monotonic rise of RH$_{mean}$ from a spring minimum, when transpiration is low until the soil warms, to a fall maximum is characteristic of the boreal forest [Betts et al., 2001] and quite distinct from the growing season peak with annual crops seen in Figure 6. There is some indication of an earlier minimum in RH, which would be consistent with earlier spring melt in a warming climate.
1.2°C and in R and creases in ET associated with a larger coverage of cropland. Changes in the growing season climate are consistent with periods before and after 1991, re-}

4. Surface and Cloud Forcing of the Diurnal Cycle Climate

The surface energy balance between surface short-wave, longwave, and net radiation fluxes (SW<sub>net</sub>, LW<sub>net</sub>, and R<sub>net</sub>) and the sensible, latent and ground heat fluxes (H, λE, and G) can be written

\[ \text{SW}_\text{net} + \text{LW}_\text{net} = \text{R}_\text{net} = H + \lambda E + G \]  

Changes in land use, as well as soil moisture, directly change the surface partition of the net radiative forcing, represented by the Bowen Ratio (BR) or the evaporative fraction (EF) defined as

\[ \text{BR} = H / \lambda E \]  
\[ \text{EF} = \lambda E / (H + \lambda E) \]  

The shift from summer fallow to annual cropping will increase transpiration and EF (and decrease BR) during the growing season [Gameda et al., 2007]. We have no direct measures of the surface energy partition, represented by 5 or 6; although Figures 5, 6, and 7 show that land use change has altered the seasonal diurnal cycle and increased RH<sub>mean</sub>.

However, the important role of clouds on the net radiative forcing in (4) can be quantified. Four climate stations have measurements of incoming SW (SW<sub>dn</sub>): Swift Current (1970–1994), The Pas (1972–1998), Winnipeg (1970–2000) and Lethbridge (1990–1998). Using these data and SW and LW data from the BOREAS/BERMS studies, Betts et al. [2013] calculated May–August fits for LW<sub>net</sub> and effective cloud albedo (ECA) in terms of observed opaque cloud cover.

\[ \text{LW}_\text{net} = -100.1 + 4.73 \text{Opaque Cloud} + 0.317 \text{Opaque Cloud}^2 \]  
\[ \text{ECA} = 0.0681 + 0.0293 \text{Opaque Cloud} + 0.00428 \text{Opaque Cloud}^2 \]  

where ECA is defined as the normalized reduction of the clear sky flux by clouds [Betts and Viterbo, 2005; Betts, 2009]

\[ \text{ECA} = (\text{SW}_\text{dn(clear)} - \text{SW}_\text{dn})/\text{SW}_\text{dn(clear)} \]  

Then

\[ \text{SW}_\text{net} = (1 - \alpha_s)(1 - \text{ECA}) \text{SW}_\text{dn(clear)} \]  

For the summer surface albedo, \( \alpha_s \), we will use a nominal 0.15 for the Prairies. For SW<sub>dn</sub>(clear), we used the fit

\[ \text{SW}_\text{dn(clear)} = 68 + 321 \times (\cos(\pi(\text{DOY} - 170))/365)^2 \]  

The relationships for SW<sub>net</sub>, LW<sub>net</sub>, and R<sub>net</sub> derived from (7) through (11) are quadratic in opaque cloud cover, but quasi-linear in ECA [Betts, 2007; Betts et al., 2013].

Figure 10. Dependence of radiative fluxes on opaque cloud cover using (7) to (11).

3.5. Summary of the Annual Cycle Changes

Figures 5, 6, 8, and 9 show warming in winter (December to March). For the nine stations with complete data records, \( T_{\text{mean}} \) increases by 1.09 ± 0.57°C between the periods before and after 1991, reflecting the warming of the Canadian winter climate. In the early part of the growing season from 140 ≤ DOY < 200 (20 May to 18 July), the Prairie stations show a cooling, moistening signal in the recent period. This is largest in Saskatchewan, a drop in stations show a cooling, moistening signal in the recent Canadian winter climate. In the early part of the growing sea-

Figure 11. Dependence of \( T_{\text{max}} \), DTR, RH<sub>mean</sub> and ΔRH on opaque cloud cover showing impact of land use change during early growing season.
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[50] Figure 10 shows the May–August mean fluxes as a function of opaque cloud cover for the Prairies using (7) to (11). The fact that climatologically the radiative drivers of the diurnal cycle depend just on cloud cover is of fundamental importance. It means that the stratification of the data by cloud can be used to separate the radiative forcing of the land-surface from the surface energy partition, represented by the BR, which depends on soil moisture and land use
[51] Section 4.1 will separate the cloud coupling from the land use change in the diurnal cycle for the early growing season. Section 4.2 will use model data from ERA-Interim at a grid point in Saskatchewan to show how changes in the diurnal cycle are coupled to changes in the surface energy partition, as well as the dependence of $SW_{net}$, $LW_{net}$, and $R_{net}$ on ECA. Section 4.3 will compare the diurnal cycle recovery as ET decreases in dry-downs after precipitation between the climate station data and the ERA-Interim data.

4.1. Change in Diurnal Cycle With Cloud and Land Use

[52] Figure 11 stratifies by opaque cloud cover the change in the diurnal cycle with land use using the daily data for the early growing season from 140 ≤ DOY < 200 (20 May to 18 July). It is a mean and standard deviation of the three Saskatchewan climate stations: Estevan, Regina, and Saskatoon (Figure 5). In the recent period $T_{max}$ is cooler by about −0.7°C, RH$_{mean}$ is moister by about +5%, while DTR and ΔRH are almost unchanged. This means the decrease of DTR seen in Figure 6 for the same time period is coupled to the increase of cloud cover. This cooler and moister surface state for the same cloud cover, and therefore the same $R_{net}$, is consistent with increased ET from the greater coverage of annual crops in the recent period. The May–August long-term climate fits for DTR, ΔRH, and RH$_{mean}$ from (3) are barely visible as they are close to the curves for the 1953–1991 mean.

[53] Figure 12 (left) shows the early growing season impact of the land use change on $\theta_E$, $P_{LCL}$, and $Q$ at the time of afternoon $T_{max}$, and (Figure 12, right) the change in the daily cloud distribution and precipitation. The standard deviations shown on the 1992–2011 mean curve are for the differences between the two time periods. Cloud base, corresponding to $P_{LCL}$, is systematically lower in the recent period. Mixing ratio $Q$ increases below 7/10 cloud and decreases above 7/10. Equivalent potential temperature, $\theta_E$, a combination of $Q$ and $T_{max}$ (which Figure 11 shows is cooler since 1991), increases for opaque cloud cover between 2/10 and 7/10 and decreases for cloud > 7/10.

[54] Figure 12 (right) shows that in the recent period, the cloud distribution peak at 3.5 tenths is lower: there are fewer days with cloud fraction <7/10 and more days with >7/10 cloud. This gives the increase in mean cloud cover seen in Figure 5 for 140 ≤ DOY < 200. The small changes in daily mean precipitation as a function of cloud, more for daily cloud cover <6/10 and less for cloud cover >6/10, are generally consistent with the sign of the change in afternoon $\theta_E$.

However, it is the shift in the cloud distribution to the right that gives the increase in precipitation seen in Figure 7.

4.2. Coupling Between ECA, Surface Fluxes, and Diurnal Cycle in Reanalysis

[55] Figure 13 shows the May–June–July–August (MJJA) coupling (Figure 13, top left) between ECA and the sensible and latent heat fluxes, $H$ and $L\dot{E}$, using data from ERA-Interim for the grid box north of Prince Albert, shown in Figure 1, and (Figure 13, top right) DTR, RH$_{mean}$, ΔRH, daily precipitation, and daily mean evaporation in millimeters. As cloud and precipitation increase, $H$ falls steeply from 64 to −10 W m$^{-2}$, and the corresponding BR falls from 0.8 to −0.2. However, $L\dot{E}$ falls only from 82 to 46 W m$^{-2}$ with increasing cloud, as increased ET with wet soils and wet vegetation partly compensate for the decreasing $R_{net}$ (Figure 13, bottom left). Similar behavior was seen in surface flux observations for the BERMS Old Aspen, Old Black Spruce, and Old Jack Pine sites in Saskatchewan in Betts et al. [2006], who compared these data with a similar grid box from an earlier reanalysis known as ERA40. With increasing cloud and precipitation, DTR and ΔRH fall and RH$_{mean}$ increases (Figure 13, top right). Evaporation is greater than precipitation for ECA < 0.3. The quadratic fit to RH$_{mean}$ shown will be used later in Figure 15.

[56] The corresponding changes with observed cloud and precipitation are shown (bottom right) for a four-station mean data set (Lethbridge 1990–1998, Swift Current 1970–1994, The Pas 1972–1998, and Winnipeg 1970–2000), where ECA was calculated from $SW_{net}$ measurements using 9 and 11. The standard deviations are across the four-station mean profiles. The observations show a quasi-linear dependence of DTR, RH$_{mean}$, and ΔRH on ECA, as noted in Betts et al. [2013]. We see that the coupling between ECA and diurnal cycle are broadly similar in observations and reanalysis.
although there are differences in precipitation and the diurnal range at low cloud cover is smaller in the reanalysis. The reanalysis is a grid-box spatial mean on the edge of the boreal forest (Figure 1) for 1994–2008. The composite of the station observations covers the range of dates listed above (with 5 times as many days in total as ERA-Interim), but only one station, The Pas, is in the boreal forest.

[57] The radiative fluxes in the reanalysis (Figure 13, bottom left) show nearly linear changes with ECA [Betts, 2007]. We also show the increase of opaque cloud in the observations, which was the central focus of Betts et al. [2013], where its tight relationship to ECA was used to derive (8). The nonlinear increases in total cloud amount for reanalysis and observations are very similar.

[58] We conclude that although there are differences between data and the reanalysis (Figure 13, right column) in these composite climatologies, it is reasonable to infer that the decrease of BR coming from the steep fall of $H$ with increasing ECA, decreasing $R_{\text{net}}$, and increasing precipitation is qualitatively representative of the Prairie data. Betts et al. [2006] noted similar surface flux dependence on ECA in comparisons between reanalysis and BERMS data for the boreal forest.

4.3. Dry-Down After Precipitation

[59] We examined the change in surface climate during the dry-down on days following precipitation. For the 13 Prairie stations with precipitation records, there are roughly 8600 precipitation events with more than 4 mm of rain during May–August 1953–2011. As noted in section 2.4, we lack precipitation data for the last few years for some stations.

[60] Figure 14 (left) shows a composite sequence for the 5 days following precipitation events. By definition it rains on day 0, and the mean precipitation is 12 mm. We terminate and restart the dry-down sequence if there is another rain event >4 mm within 5 days, so in the following 5 days the mean precipitation is very small, less than 0.5 mm day$^{-1}$. We see a rise of $T_{\text{max}}$, $T_{\text{mean}}$, and DTR and a fall of RH$_{\text{mean}}$ and opaque cloud cover, while $T_{\text{min}}$ falls for 2 days before recovering. Cold air advection behind frontal systems may contribute to this fall of $T_{\text{min}}$. Some variables, DTR, RH, and cloud cover, adjust rapidly in the first 2 days after rain, while $T_{\text{max}}$ and RH$_{\text{mean}}$ have a slower recovery lasting out to 5 days.

[61] There are sufficient data to stratify the 5 day dry-downs by opaque cloud cover. Figure 14 (right) shows the distribution of $T_{\text{max}}$, DTR, RH, and RH$_{\text{mean}}$ as a function of cloud cover for the dry-down sequence. This separates the diurnal cycle dependence on changing cloud cover from the land-surface dependence that results from the fall of soil moisture during this composite dry-down. The precipitation curve is the mean of days 1–5, distributed by cloud cover. The heavy curves are the fits (3) representing the May–August climate mean from Figure 4.

[62] The light magenta curves are $T_{\text{max}}$, DTR, and RH$_{\text{mean}}$ for the rain day, labeled 0. On day $t = 0$ the DTR profile is near the climatological mean, but the $T_{\text{max}}$ profile is warmer and the RH$_{\text{mean}}$ profile is moister. The initial fall from day 0 to day 1 is large for $T_{\text{max}}$ and DTR but very small for RH$_{\text{mean}}$. For DTR we see an increase at low cloud cover of about 1°C from days 1 to 2 and a rapid return of DTR, so that the days 3–5 mean is close to the season mean distribution. For ΔRH the differences from the season mean are tiny.
For $T_{\text{max}}$ and RH$_{\text{mean}}$ we show the progression of the full 6 day sequence. $T_{\text{max}}$ recovers over several days until by day 5 it is a little warmer than the climatology. RH falls by about 3% from days 1 to 2, decreasing to 2% for days 2 to 3, then 1% per day, until by day 5, the profile is close to the May–August climatology for cloud cover <7/10. At high cloud cover, the RH curves beyond day 1 fall below the climatology, but this is consistent with the fact that at 9/10 cloud, the climatology has a precipitation $\approx 9$ mm day$^{-1}$, whereas in our dry-down sequence, even with 9/10 cloud, precipitation is only 1.2 mm day$^{-1}$.

Now contrast these observations with the mean dry-down in ERA-Interim (ERI), where we have only 380 rain events in the 15 year period during May–August. Figure 15 (left) is very similar to Figure 14 (left). We see a rise of $T_{\text{max}}$, $T_{\text{mean}}$, and DTR and a fall of RH$_{\text{mean}}$ and opaque cloud cover, while $T_{\text{min}}$ falls for 2 days before recovering. Figure 15 (right) shows the change in the surface fluxes, $R_{\text{net}}$, H, and $\lambda E$ and RH$_{\text{mean}}$ over the dry-down, binned by ECA. Because we have much less data, we have averaged the days 2–5, and we do not have the distribution over the full range of ECA. We show the May–August climatology of the coupling between ECA and RH$_{\text{mean}}$ from Figure 13 (dashed line). In ERA-Interim, RH$_{\text{mean}}$ on the rain days is much higher than the climatology and there is a large fall of RH$_{\text{mean}}$ to the first day after rain, unlike the observations in Figure 14 (right).

One possible explanation is that the model fast evaporation processes during rain, for example off wet canopies, are too rapid. There is a corresponding large fall in $\lambda E$ and rise of $H$ in this first day after rain. In the model, RH$_{\text{mean}}$ and $\lambda E$ fall further from day 1 to the day 2–5 mean, while $H$ does not change.

$R_{\text{net}}$ (heavy black line) is a monotonic, almost linear function of ECA [Betts, 2007; Betts et al., 2013], which does not change over the dry-down sequence. So the changes in $\lambda E$ and $H$ largely compensate. The rise in the ground flux as air temperatures warm partly compensates the drop in $\lambda E$ in the energy budget (not shown).

It is reasonable to assume that ET falls as soil moisture falls in this dry-down sequence. Assuming surface stomatal conductance falls as soil moisture falls, the drop in RH across leaves and the wet surface will increase and near-surface RH will fall. We see this response of RH to soil water in equilibrium models where a vegetation model is coupled to a model for the cloudy boundary layer [e.g., Betts et al., 2004; Betts and Chiu, 2010] and in fully coupled forecast models [Betts, 2004; Betts and Viterbo, 2005]. We suggest that changes in RH$_{\text{mean}}$ are a sensitive indicator of changes in surface stomatal conductance and hence ET. The drop of RH$_{\text{mean}}$ at constant cloud cover in Figure 14 (right) is an indicator of falling ET, and conversely the increase in growing season RH$_{\text{mean}}$ in Figures 5, 6, and 7 is an indicator of the increase of ET with the conversion of summer fallow to cropland.
5. Changes in the Surface Energy Budget and Climate With Land Use

The surface climate of the Prairies is a complex system, where the local coupling between land use, boundary layer, clouds, and phenology is coupled to the seasonal cycle as well as to changes in regional and global climate. We have seen, in both the observed seasonal changes in the diurnal climate of the Canadian Prairies with land use and in dry-downs after precipitation, the signature of the local coupling between RH and surface ET. In this section we will use fits from ERA-Interim to couple RH to BR and derive $R_{\text{net}}$ from opaque cloud cover, to give a semiquantitative description of the change in the surface energy budget of the Prairies with changing agricultural land use in Saskatchewan.

5.1. Surface Energy Budget: Coupling Between RH and BR

Figure 16 shows two estimates of the coupling between RH$_{\text{mean}}$ and BR from ERA-Interim. The solid curves, covering the full range, are replotted from Figure 13 (top row). In this complete set of May–August data, BR increases with RH$_{\text{mean}}$, but at the same time ECA (and precipitation) also increases. Similar relationships were shown for an earlier reanalysis in Betts et al. [2007]. The quadratic fit to these Figure 13 BR data is

$$ BR_a = -0.476 + 0.0524 \frac{R_{\text{mean}}}{0.0005527 - \frac{R_{\text{mean}}^2}{0.0005527} } $$ (12a)

A second estimate can be taken from the dry-down sequence in Figure 15, labeled for days 0, 1, and 2. The heavy dashed curve shows the sequential increase of BR as RH$_{\text{mean}}$ decreases after rain for fixed cloud cover in the range $0.2 < C < 0.4$, and so the ECA $\approx 0.3$ (shown). This plot is quasi-linear, but it includes far fewer days (420) than Figure 13 (1845 days). It is still inhomogeneous because, although cloud cover is constant, day 0 has heavy rain while days 1 and 2 have little rain. The vertical markers at RH$_{\text{mean}} = 62$ and 69% are representative of the growing season change in RH$_{\text{mean}}$ with land use (Figure 6), and they span the change of RH$_{\text{mean}}$ between days 1 and 2. The linear fit is

$$ BR_b = 2.587 - 0.0294 RH_{\text{mean}} $$ (12b)

We will use these two fits relating BR to RH$_{\text{mean}}$ in ERA-Interim to partition $R_{\text{net}}$ for the Prairie data.

5.2. Warm-Season Change With Land Use in Saskatchewan

Figure 17 shows the change in the seasonal cycle with the change in agricultural land use. It is derived from Figure 6 for Saskatchewan by differencing the two time periods, 1953–1991 and 1992–2011, and using fits 7 and 10 for $R_{\text{net}}$ and (12) for BR. The vertical markers at DOY = 140 (20 May) and 240 (28 August) are shown as markers for the growing season for annual crops.

Figure 17 (left) shows the change in RH$_{\text{mean}}$, RH: $T_{\text{max}}$, RH: $T_{\text{min}}$, and $\Delta RH$ (left-hand scale) and opaque cloud cover (right-hand scale). The light magenta line, which closely follows the change in cloud cover, is the change in RH: fit 3c, corresponding to the change in opaque cloud from the climatology 3c. We see that during the growing season, the actual change in $\Delta RH > \Delta RH_{\text{fit}}$ 3c, confirming that most of the change in RH comes from higher ET and not from the small increase of cloud cover.

Figure 17 (center) shows the change in $T_{\text{max}}$, $T_{\text{mean}}$, $T_{\text{min}}$, and DTR with the land use change. There is cooling in the growing season and generally warming before DOY = 140 and after DOY = 240. The seasonal change of $T_{\text{min}}$ is less than $T_{\text{max}}$, and so the change in DTR has a similar structure to the change of $T_{\text{max}}$. The magenta line is the
change in DTR corresponding to the change in opaque cloud from the climatology 3b. Note that, during the growing season, δDTR is comparable to δDTR-fit 3b, confirming that changes in cloud cover are largely responsible for changes in DTR. However, the growing season changes of $T_{\text{max}}$ are larger than DTR, consistent with Figure 11.

Figure 17 (left and center) presents a picture of cooling and moistening with more annual cropping for $140 \leq \text{DOY} < 240$ in the growing season in the recent decades, consistent with increased ET. Before DOY = 140 and after DOY = 240, they show warming of $T_{\text{max}}$ and a fall of RH: $T_{\text{max}}$ consistent with reduced ET in recent decades. The diurnal ranges DTR and $\Delta$RH both increase.

Figure 17 (right) shows the change in $R_{\text{net}}$, derived from the change in opaque cloud using (7) to (11). We show both fits 12a and 12b for BR and calculate using 4 and 5 the corresponding $H$ and $\lambda E$ (labeled a and b), with the further simplification that $G = 0.1 R_{\text{net}}$. The change $\delta H$ closely follows the change $\delta BR$. The flux changes using linear fit 12b are a few W m$^{-2}$ larger than using 12a. Despite this uncertainty in the coupling between BR and RH changes, which we have taken from ERA-Interim, an increase of $\lambda E$ and decrease of $H$ is clearly consistent with the increase of RH and the decrease of temperature during the growing season. Our estimates of the reduction of BR between $-0.14$ and $-0.2$ during the growing season with increased annual cropping are also consistent with the estimates of Shrestha et al. [2012].

The variability across the three stations is visible in Figures 5 and 7. The coherence of the mean changes over the seasonal cycle, shown in Figure 17, is remarkable. Temperature, RH, cloud, and precipitation are all independent measurements, but the picture they present of the impact of the increased annual cropping before, during, and after the growing season is self-consistent.

5.3. Summary of the Surface Climate Changes With Land Use

Table 2 summarizes the mean changes in the diurnal cycle climate, $R_{\text{net}}$, and our two estimates of the changes in the surface energy partition before, during, and after the growing season for the Saskatchewan mean, shown in Figures 6 and 17. We have added the change in precipitation from Figure 7. We show separately the mean changes in the first 60 days of the growing season, when there has been a larger fall in $T_{\text{max}}$ and DTR and an increase in cloud cover and precipitation, and the second 40 days, when $T_{\text{max}}$ falls less as the cloud change is small. As remarked earlier, RH: $T_{\text{max}}$ increases about 7% throughout the growing season.

The increased annual cropping with fairly well-defined dates of planting and harvest has sharpened the transitions at the beginning and end of the growing season. This appears most clearly in $T_{\text{max}}$ and DTR, which fall in the growing season and increase outside it, and in $\Delta$RH, which changes little in the growing season but increases outside it, as the afternoon minimum in RH (at the time of $T_{\text{max}}$) falls.

Increased opaque cloud during the first 60 days of the growing season reduces $R_{\text{net}}$ by 6 W m$^{-2}$ for $140 \leq \text{DOY} < 240$, but small cloud reductions outside the growing season mean that for the warm season from 100 $\leq \text{DOY} < 280$, the change in $R_{\text{net}}$ from cloud cover changes is small, of order $-1$ W m$^{-2}$. Note that we have not accounted for changes in the surface albedo with land use, as we have assumed a fixed value of $\alpha_r = 0.15$ in 10. The mean increase in precipitation over the 100 day growing season of 0.34 mm/day is a little larger than our estimates of the increased latent heat flux (5.9 to 8.4 W m$^{-2}$), which convert to an increased evaporation rate of 0.20 to 0.29 mm day$^{-1}$.

6. Conclusions

The large change in land use in recent decades has substantially changed the summer climate of the Canadian Prairies [Gameda et al., 2007]. Although winters have warmed, as the global climate has warmed at higher latitudes, increased ET from the rapid growth of a larger coverage of cropland has cooled and moistened the climate in the growing season. By partitioning the climate station data between the years, 1953–1991 and 1992–2011, we have shown that the changes in the diurnal cycle climate over the warm season are largest in Saskatchewan, where cropland has replaced
summer fallow (where the land was left bare for 1 year) on 15–20% of the land area. During the growing season from 20 May to 27 August, relative humidity has increased by about 7%, while in the first 60 days, 20 May to 18 July, maximum temperatures and the diurnal range of temperature have fallen by 1.2°C and 0.6°C, respectively, and opaque cloud cover has increased by about 4%. We estimated the cloud forcing of the surface radiative fluxes from opaque cloud cover, using fits from Betts et al. [2013], and found this increase of cloud cover reduced $R_{net}$ by 6 W m$^{-2}$.

[81] One important aspect of our analysis has been to use the stratification by opaque cloud cover to separate the impact of changing opaque cloud cover, which changes the surface radiative fluxes, from the impact of changing land use and precipitation on the surface BR. Our composite analysis of precipitation dry-downs shows the recovery of RHmean and precipitation on the surface BR. Our composite analysis of precipitation data shows the recovery of RHmean and precipitation on the surface BR. Our composite analysis of precipitation on the surface BR. Our composite analysis of precipitation feedback plays a role in the summer climate of the Prairies.

[82] For the month on either side of the growing season, maximum temperatures have increased, increasing the diurnal temperature range and the diurnal range of humidity, while cloud cover has been slightly reduced. These changes are consistent with reduced ET on either side of the growing season for annual crops. For the extended warm-season period from April to October, the increase in opaque cloud during the growing season is offset by the small reductions in cloudinness without the growing season, so that $R_{net}$ is reduced by only 1 W m$^{-2}$, assuming a fixed surface albedo.

[84] Outside Saskatchewan, the changes in the seasonal cycle in the Prairies have been similar but smaller, while over the southern boreal forest the seasonal cycle is almost unchanged in temperature and humidity. This lack of any change in summer temperatures in the southern boreal forest is significant but perhaps not surprising, as the Prairies have cooled to the south and the Arctic is warming to summer to the north. This analysis shows the importance of the seasonal climate transitions in spring and fall that are coupled to the vegetation phenology [Schwartz, 1994, 1996; Betts, 2011a]. The transitions with snow that are large across the Canadian Prairies [Betts et al., 2013] will be analyzed in greater detail in a subsequent paper.
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