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Abstract we quantify the biases in the diurnal cycle of temperature in ERA-Interim for both warm and
cold season using hourly climate station data for four stations in Saskatchewan from 1979 to 2006. The
warm season biases increase as opaque cloud cover decreases, and change substantially from April to
October. The bias in mean temperature increases almost monotonically from small negative values in April
to small positive values in the fall. Under clear skies, the bias in maximum temperature is of the order of
—1°Cin June and July, and —2°C in spring and fall; while the bias in minimum temperature increases almost
monotonically from +1°Cin spring to +2.5°C in October. The bias in the diurnal temperature range falls
under clear skies from —2.5°C in spring to —5°C in fall. The cold season biases with surface snow have a
different structure. The biases in maximum, mean and minimum temperature with a stable BL reach +1°C,
+2.6°C and +3°C respectively in January under clear skies. The cold season bias in diurnal range increases
from about —1.8°C in the fall to positive values in March. These diurnal biases in 2 m temperature and their
seasonal trends are consistent with a high bias in both the diurnal and seasonal amplitude of the model
ground heat flux, and a warm season daytime bias resulting from the model fixed leaf area index. Our
results can be used as bias corrections in agricultural modeling that use these reanalysis data, and also as a
framework for understanding model biases.

Plain Language Summary Global model forecasts and analyses of temperature are used for many
purposes, including agriculture, where accuracy is needed to estimate crop growth. This paper uses long
term temperature records from climate stations in Saskatchewan on the Canadian Prairies to show how the
biases in the maximum and minimum temperature in a European Weather Centre reanalysis vary with
season and cloud cover; so that these biases can be corrected.

1. Introduction

A series of papers have analyzed the coupling of the seasonal and diurnal climatology of the Canadian
Prairies to land-surface properties, such as snow cover and agriculture cropping, as well as to reflective
cloud cover [Betts et al., 2013a, 2013b, 2014a, 2014b, 2015, 2016, 2017; Betts and Tawfik, 2016] using hourly
climate data from 15 stations in the Canadian Prairies. These hourly climate data provide a solid observa-
tional basis for understanding land surface coupling for this region; so now we ask whether they can be
used to improve the representation of clouds and land-surface processes in atmospheric models. Society
depends on models for forecasting the weather on weekly and monthly timescales, as well global model
simulations to understand our changing global climate.

At Agriculture and Agri-Food Canada, soil-plant-climate models are used to predict crop production and soil
carbon change as well as nitrous oxide emissions for present and future climate change scenarios [Smith
et al., 2009, 2013]. These models are also used to evaluate the impact of management practices and to
assess the sustainability of agricultural practices [Desjardins et al., 2001, 2005]. All of these models require
some type of weather or climate data as input in order to drive the mechanisms that estimate planting and
harvest dates, crop growth and production; as well as organic matter decomposition, nutrient losses and
trace gas emissions. The complexity of weather/climate data required as input varies from relatively simple
estimates of daily minimum and maximum temperature, to more complex variables such as hourly solar
radiation, cloud cover and relative humidity. Generally, these weather/climate variables are tightly coupled
to each other. In order to ensure model performance is maximized, a suite of high-quality weather/climate
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variables are the preferred input. For an analysis of the past, measured climate data are available as input to
the agricultural models. For an analysis of the future, whether seasonal or longer term, all weather/climate
data required as input by an agricultural model must be obtained from global circulation models (GCMs).
Over time these GCMs used for forecasting weather and climate have improved, but forecast output varia-
bles still have biases for specific regions and/or specific times of the year. This is of concern, since GCM
weather/climate outputs are currently incorporated into agricultural modeling without accounting for
biases, and any bias will affect the modeled agricultural system.

This paper uses the observational results from the Prairie climate papers [loc. cit.) to analyze the biases in
the near-surface data from the European Centre for Medium-range Weather Forecasts [ECMWF) reanalysis
[Dee et al., 2011] known as ERA-Interim (which we shall abbreviate as ERAI). It is clear from observational
studies that there are large differences in the land-atmosphere-cloud coupling between the warm season
without snow and the cold season with surface snow [Betts et al., 2013a, 2014a; Betts and Tawfik, 2016]. The
high reflectivity of snow on the Prairies of the order of 0.7, acts as a climate switch between largely non-
overlapping climate states separated by 10K. Without surface snow, the boundary layer [BL) processes are
dominated by shortwave cloud forcing with the highest afternoon temperature maximum and deepest
unstable BL under clear skies. However with reflective surface snow, long-wave cloud forcing dominates,
and under clear skies, temperatures fall giving a strong stable BL. Snow cover also reduces evaporation, and
insulates the ground reducing the ground heat flux. Guided by these observational results, we analyze the
ERAI biases for the warm season with no snow and the cold season with surface snow separately, and parti-
tion our analysis by observed opaque cloud cover. The separate issue of the biases in the length of the
snow season in ERAI has been analyzed elsewhere [Snauffer et al., 2016].

In earlier studies with the ECMWF model it was shown that the diurnal cycle and particularly the night time
cooling is very sensitive to turbulent mixing and to surface to subsurface heat transfer processes. Viterbo
et al. [1999] reduced winter cooling by introducing the process of soil moisture freezing and by increasing
the turbulent mixing in the stable boundary layer. Both mechanisms contributed to the reduction of exces-
sive surface cooling. More recently, after the introduction of ERAI, Dutra et al. [2010] reduced the heat diffu-
sion in snow by improving the snow density formulation, resulting in more cooling over Siberia in winter.
Repetition of the Viterbo et al., [1999] sensitivity experiments has shown that the latest model version
responds differently to diffusion parameters than the 1999 model version [Holtslag et al., 2013]. The insula-
tion of the snow in the recent model version has decoupled the atmosphere from the subsurface, and has
made the winter and night time cooling much more sensitive to atmospheric turbulent diffusion. It is con-
cluded that diurnal cycles can be optimized by atmospheric turbulent diffusion as well as subsurface pro-
cesses, and parameter optimization may not be unique. In the current study, we identify the error structure
in the near-surface temperatures in ERAI across cloud cover and season, and suggest parameters and pro-
cesses that are candidates for optimization.

2. Land-Surface Model in ERA-Interim

The operational ECMWF analysis-forecast system is under continual development with significant upgrades
typically twice a year. For historic reanalysis a frozen version of the model is used. The ERA-Interim reanaly-
sis used model cycle CY31R1, which was introduced operationally in 2006. This reanalysis starts with 1979
and continues to the present. However, our comparison period is 1979-2006, because the climate stations
we use have no snow depth observations after 2006.

The atmosphere-surface interaction in reanalysis systems is important for the simulation of near-surface
temperatures. ERAI uses the Tiled ECMWF Scheme for Surface Exchanges over Land (TESSEL [Van den Hurk
et al, 2000]) to represents terrain heterogeneity in a simplified way. For each grid point, it has 6 separate
tiles, namely for low vegetation, high vegetation, snow on low vegetation and bare soil, high vegetation
with snow beneath, a wet interception reservoir, and bare soil. The distinction between low and high vege-
tation is particularly important for snow, because exposed snow has a high albedo, whereas a canopy with
snow underneath has a low albedo [Betts and Ball, 1997; Betts et al., 2001]. The vegetation characteristics in
ERAI are defined by fractional cover and type of dominant high and low vegetation and are based on the
Global Land Cover Characterization [GLCC) data set derived from 1 km AVHRR [Advanced Very High Resolu-
tion Radiometer) satellite observations [Loveland et al., 2000]. Correspondence tables define parameters like
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leaf area index, minimal stomatal resistance, roughness length and rooting profile dependent on vegetation
type. Uniform global soil hydraulic properties correspond to a medium texture soil. The snow and intercep-
tion tiles are dynamic and depend on snow depth and interception water content. Each tile has a skin tem-
perature which represents the radiative surface temperature of the vegetation canopy, the snow surface or
the bare soil skin. The vegetation layer is thermally coupled to the underlying soil or snow by an empirical
conductivity. More details are given in Part IV, Chapter 7 of the Integrated Forecasting System [IFS) docu-
mentation of CY31R1 [ECMWF, 2007].

The boundary layer scheme of the IFS provides the turbulent exchange of momentum, heat and moisture
between the atmosphere and the surface. The surface layer part is based on Monin-Obukhov similarity with
empirical stability functions and vegetation-type dependent roughness lengths for momentum and heat/
moisture [Beljaars and Viterbo, 1998]. The snow model is a slab model with prognostic variables for snow
mass, temperature, albedo and density [Douville et al., 1995]. The fractional snow cover increases linearly
with snow mass per unit area, and reaches 100% at 15 kg/mz.

The coupled land-atmosphere model plays an important role in the analysis system because it propagates
the state of the atmosphere and land variables in time and provides a background to the analysis. The latter
is done for the atmosphere in 12 h cycles with a four-dimensional variational method. The temperature and
dewpoint at 2 m are analyzed separately with an optimal interpolation method at 0, 6, 12 and 18 UTC. How-
ever, these fields do not affect the atmospheric analysis directly. Instead they are used to infer soil moisture
and soil temperature fields [Douville et al., 2000]. Snow mass has a separate analysis scheme based on the
Cressman method using snow depth observations from surface (SYNOP) stations and snow cover from sat-
ellites [Drusch et al., 2004].

The focus of this paper is on model biases, and therefore we are not using the analyzed 2m temperature
fields. Instead we use only the short-term forecasts from the 0 and 12 UTC analyses at forecast steps of 3, 6,
9, and 12 h, which has the advantage that the diurnal cycle is fairly well resolved. In addition to the 3 hourly
values, the forecast model also keeps maximum and minimum temperatures for each 3 h period. The rea-
son for taking the very short range to study model biases is that we would like to be as close as possible to
the large scale analysis, so errors can be attributed to the model formulation and uncertainty in land surface
variables rather than to errors in the large scale flow. In fact, the short range forecasts used as background
for the analyses are often indistinguishable from the analysis, i.e., the increments from observations tend to
be small. The latter is characteristic of a good analysis system. The model is capable of representing the
large scale meteorology very well and only needs small increments to follow the real synoptic develop-
ments. This is not the case for near surface variables that are subject to fast processes and uncertain surface
boundary conditions. It is well known from operational verification that systematic errors in near surface
variables like 2m temperature and dewpoint (which are not used by the analysis) are already present right
from the start of the forecast [e.g., Haiden et al., 2016].

3. Data Processing

Our primary comparison uses daily means of temperature (T,,,), together with maximum (T,) and minimum
temperature (T,,) and the diurnal range of temperature

DTR = Tx— Ty (1)

The reduction of the hourly Prairie data to daily means is discussed in Betts et al. [2013a] and the reduction
of the 3 hourly ERAI data to daily means (and daily T, and T,) is discussed in Betts et al. [2015]. We define
the bias of a variable X as the difference of ERAI from the climate observations

bias : X = X(ERAI) — X(data) (2)

The Prairie data has proved extremely useful because trained observers recorded hourly an opaque cloud
fraction in tenths: defined as clouds that obscured the sun, moon or stars. This was done for cloud layers
and for the total sky: we use the total sky fraction. The observers have followed the same protocol for the
past 60 years, and there are very few missing hourly observations. Consequently, following our earlier
papers, we use these hourly opaque cloud observations to calculate daily means, and use these to stratify
the reanalysis biases, which are sensitive to cloud cover. In addition, we use 12 years of high quality
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Table 1. Climate Stations With Location and Elevation

Station Name Station ID Province Latitude (°) Longitude (°) Elevation (m)
Regina 4016560 Saskatchewan 50.43 —104.67 578
Estevan 4012400 Saskatchewan 49.22 —102.97 581
Prince Albert 4056240 Saskatchewan 53.22 —105.67 428
Saskatoon 4057120 Saskatchewan 52.17 —106.72 504
The Pas 5052880 Manitoba 53.97 —101.1 270

shortwave and longwave radiation data from the baseline surface radiation network (BSRN) station at Bratt’s
Lake, 25km south of Regina Saskatchewan [Betts et al., 2015] to calculate the ERAI biases of downward
shortwave and longwave radiation, stratified with the daily mean opaque cloud from Regina.

4. Dependence of ERAI Daily Biases on Opaque Cloud

4.1. Prairie Warm Season Biases

We merged four stations in Saskatchewan, Estevan, Regina, Saskatoon and Prince Albert, which form a
south-north cross section (see Table 1), and compared the warm season data (April to October 1979-2006,
for days with no snow cover in either ERAI or the observations) between the climate stations and the near-
est grid-point from ERAI. There are a total of 17,927 days. The model grid-points have dominantly low vege-
tation cover (Table 2).

Figure 1 stratifies T,, Tr,, T, and DTR using ten bins for the observed daily mean opaque cloud cover (as a
fraction). The left panel shows the mean values for observations and reanalysis; the right panel shows the
bias:X where X is Ty, T, Tn, DTR. We show the mean and the standard error (SE)

SE = SD/,N 3)

where SD is the standard deviation of the daily biases, and N is the number of days in that bin. The SE bars
are small in Figure 1 because of the large sample size.

The left panel shows that the observed diurnal range increases almost linearly with decreasing opaque
cloud cover, as T, reaches a maximum under nearly clear skies and the minimum temperature T, falls a little
under clear skies. The reanalysis has a similar dependence, but the right panel shows that the biases in T,
T, and DTR in ERAI increase systematically as opaque cloud decreases. Under nearly clear skies, bias:T,
reaches +2°C, bias:T, reaches —1.5°C; so that bias:T,, is small and positive, since it is close to the mean of
bias:T,, and bias:T,. However, these warm season 2 m temperature biases are of opposite sign for the day-
time unstable boundary layer (BL) and night-time stable BL, so that bias:DTR reaches a remarkable —3.5°C
under nearly clear skies.

Figure 2 shows the seasonal dependence of DTR in observations (left) and ERAI (right) from April to October.
At low cloud cover, the observations have a higher DTR then ERAI in all months, consistent with the mean
in Figure 1. In addition there are differences in the seasonal structure. In the observations DTR is largest in
April and May and lowest in July, which is consistent with low evaporation in spring and high evaporation
in mid-summer at the peak of crop growth. In the reanalysis, however, DTR falls substantially from April and
May to October.

Figure 3 shows the seasonal cycle in the ERAI biases in DTR, its components T,, T, (top panels), and the cor-
responding mean T,, (bottom left). The negative bias of DTR (bottom right) changes little from April to July,

Table 2. Vegetation Representation in ERAI for the Grid Nearest to Climate Stations

Station Low Vegetation High Vegetation Bare Soil
Name Low Vegetation Class Cover High Vegetation Class Cover Cover
Regina Crops/mixed farming 0.812 Deciduous broadleaf trees 0.088 0.100
Estevan Crops/mixed farming 0.879 Interrupted forest 0.021 0.100
Prince Albert Crops/mixed farming 0.704 Deciduous broadleaf trees 0.196 0.100
Saskatoon Crops/mixed farming 0.897 0.103
The Pas Crops/mixed farming 0.338 Evergreen needleleaf trees 0.562 0.100
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Figure 1. Opaque cloud dependence of Ty, Tr,, Tx and DTR for (left) observations and ERAI and (right) corresponding ERAI biases in the
warm season. The vertical bar represents standard error.

becomes larger negative from August to September, and reaches —5°C under clear skies in October. The
warm bias in T, increases almost monotonically from April to October. The cold bias in T, changes less than
does T, it is generally smaller in summer, when solar heating and evaporation are largest, than in spring
and fall, when solar forcing is weaker. The climate bias in T, increases from negative values in spring to pos-
itive values in fall. However this mean T, bias is small: in April and May, ERAI underestimates the number of
growing degree-days above 5°C by about 1%, and in September overestimates them by about 1%.

We see that the biases increase under clear skies, when the SW and LW fluxes, which drive the daytime
unstable BL and night-time stable BL, are largest (and the cloud forcing is smallest). The seasonal trends of
the stable BL biases in T,, and the unstable BL biases in T, are quite distinct. This suggests it may be possible
to link them to specific processes in the model surface and BL physics that couple land, BL and clouds (see
section 6).

4.2. Prairie Cold Season Biases

We merged the same four stations in Saskatchewan to show the November to March cold season biases.
We further selected only those days (12,465 days) when both ERAI and the climate station had surface
snow cover, since snow cover has such a large impact on the surface coupling [Betts et al., 2014a; Betts and
Tawfik, 2016]. Figure 4 for the cold season shows a pattern of warm biases in ERAI, which under nearly clear
skies reach +2.2°C for bias:T,,, +1.4°C for bias:T, and +1.9 for bias:T,,. As a result bias:DTR is close to —0.9°C
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Figure 2. Opaque cloud dependence of monthly DTR for (left) observations and (right) ERAI.
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Figure 3. Opaque cloud dependence of monthly biases of T, Ty, Tr, and DTR.

over most of the cloud cover range. These biases differ from Figure 1, with an opposite sign for T,, perhaps
because an unstable daytime BL is rarely established over snow in winter.

Figure 5 shows the monthly ERAI biases through the cold season for the four Prairie sites in Saskatchewan.
The positive bias of T, reaches +3°C in December and January under clear skies, but it falls to a low value in
March. The smaller positive bias of T, changes little through the cold season. Consequently the positive bias
of T, which reaches +2.5°C in January, falls in March; and the bias of DTR which is most negative at the
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Figure 4. As Figure 1 for the cold season on Saskatchewan Prairies.
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Figure 5. As Figure 3 for the cold season.

beginning of the cold season becomes positive by March. If we compare with Figure 3, we see there is little
discontinuity in T,, across the snow transitions from March with snow to April without snow; and from Octo-
ber without snow to November with snow. However, for T, there is a discontinuous change between posi-
tive biases in the cold season and negative biases in the warm season (see section 6.1 and Figure 9 later).

4.3. Wind-Speed Biases

Figure 6 shows the seasonal (left) and diurnal structure (right) of the wind-speed (WS) biases for the warm
season (top) and cold season (bottom). The upper left panel for the warm season months shows the daily
mean scalar wind-speed bias is negative in spring and very small in summer: there is little variation with
daily mean opaque cloud cover. The lower left panel for the cold season shows a positive wind-speed bias
that fall with increasing cloud. The right panels show diurnal variation of the wind-speed bias with daily
mean opaque cloud cover is substantial especially in the warm season, and the diurnal amplitude increases
with decreasing cloud cover.

It is believed that the momentum boundary layer at night is too diffusive in the reanalysis, which would
reduce both the fall of near-surface wind-speed and temperature at night, giving a positive bias of both
minimum temperature and wind-speed under clear skies. The negative wind-speed biases for the daytime
unstable BL, suggest that the model may have too large a roughness parameter. However, there is uncer-
tainty in the comparison, because the weather station measurements, which are usually located in open ter-
rain, may not be representative of a grid box mean.

4.4. Biases in Downward Radiation
Figure 7 shows the ERAI biases in the downward shortwave and longwave fluxes as a function of opaque
cloud cover for the warm and cold seasons. These were computed as the daily mean differences between
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Figure 6. Opaque cloud dependence of monthly biases of (left) wind speed and (right) diurnal biases for (top) warm season and (bottom)

cold season.

ERAI and the Bratt’s Lake BSRN station data, which were used in Betts et al. [2015]. The stratification is by
opaque cloud from Regina, which is 25 km north of Bratt's Lake: both are within the same ERAI grid-box.
The bias:LWy, is similar in warm and cold seasons, shifting from a small positive bias under clear skies to a
small negative bias with cloudy conditions. The bias:SWy,, is small and negative in winter. In summer, the
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Figure 7. Biases in daily mean downward (left) shortwave and (right) longwave radiation for warm and cold seasons.
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bias:SWy,, increases from a very small negative value under clear skies (seen in Betts et al. [2015]) to a signifi-
cant positive bias as cloud cover increases, suggesting that the reanalysis cloud cover or cloud opacity is too
small under these conditions. Because ERAI radiation biases are small at low cloud covers, it is unlikely that
they are a primary cause of the temperature biases in Figures 1 and 3, which are largest under clear skies.

5. Boreal Forest Contrast

Section 3 shows composites from four Prairie stations in Saskatchewan. The ECMWF model has the tiled
land-surface model discussed in section 2. The Prairies are represented in the model by the low vegetation
types such as grassland and cropland; while to the north of the Prairies the boreal forest is modeled largely
as high vegetation. Our data set contains a single boreal forest site at The Pas, Manitoba, which is roughly
310 km ENE of Prince Albert (Table 1), where the model grid-point fraction of tall vegetation is 0.562, mod-
eled as evergreen needleleaf trees, while low vegetation fraction is 0.338, modeled as crops/mixed farming
(see Table 2). Thus tall vegetation dominates this region. Because of the different tile physics, it is useful to
contrast the reanalysis biases for the Prairie grid points dominated by low vegetation with the grid-point
containing The Pas, which is dominated by the boreal forest.

Figure 8 shows the mean values for observations and reanalysis (left) and the bias of ERAI (right) for the-
warm season (top), for comparison with Figure 1, and the cold season (bottom), for comparison with
Figure 4. The warm season biases for the boreal forest grid-point are much smaller than at the Prairie
stations. Note that the scale has been enlarged. The bias:T, is no longer negative under clear skies; and the
T, and DTR biases are much smaller. The variation with month is also much smaller than in Figure 3 (not
shown). The cold season biases for this boreal forest grid-point (bottom panels) are similar to Figure 4 for
the Prairies, but with a smaller spread in the warm biases for T, and T,, so that the DTR bias is small.
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Figure 8. Warm and cold season biases for a boreal forest grid-point for The Pas for comparison with Figures 1 and 4.
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So we see a sharp contrast between large biases for low vegetation (crops and grassland) with a large sea-
sonal variation and generally smaller biases for tall vegetation (forests), especially in the warm season. In
ERAI, tall vegetation has both a separate energy transfer model within the canopy and a separate model
for the albedo of snow below the canopy [Van den Hurk et al., 2000]. The reduction in the warm season
biases with a 56% forest cover in the model means the canopy model plays an important role. In the cold
season, tall vegetation tiles have a far lower albedo, representing shaded snow under the canopy, than
short vegetation where the snow covers the canopy, once it reaches a snow water equivalent of 15 mm.
However this added complexity of the tall vegetation model means we do not attempt to interpret the
boreal forest biases further. Instead we look further into the biases with the short vegetation model over
the Prairies.

6. Discussion of ERA-Interim Diurnal Cycle Biases for the Prairies

The diurnal cycle biases over the Prairies, shown in Figure 3 and 5, have quite distinct seasonal trends in the
warm and cold seasons. The biases are largest under clear skies, when the model SW and LW radiation
biases are small (Figure 7), so we looked for possible causes in the surface energy budget and model land-
surface parameters.

Unlike cropland, ERAI has fixed values of LAl which depend only on vegetation type. This lack of a sea-
sonal variation is known to have an impact on seasonal temperature errors. Subsequent to ERAI, Bous-
setta et al. [2013] introduced an annual cycle of a satellite-derived monthly climatology of LAIl, and
found a marked improvement in temperature biases in the spring and fall transition seasons. Specifically
reduced LAl in spring and fall, reduces evaporation and warms the surface temperature. Hence the lack
of a seasonal cycle of LAl in ERAI is likely to produce cold daytime biases in spring and fall. The biases in
wind-speed (Figure 6) are small and unlike the biases of temperature show little dependence on mean
cloud cover.

The cold season composite in Figure 5 includes the presence of surface snow. ERAI has a single snow layer
above the first soil layer with its own skin temperature and conductivity, which modifies the soil-
atmosphere coupling. Dutra et al. [2010] have developed an improved snow model, which increases the
snow thermal insulation as well as reducing soil freezing, leading to an improved hydrological cycle, but
this revision postdates ERAI.

In the reanalysis the ground heat flux, G, in the warm season with no surface snow layer, satisfies the surface
energy balance

G = R+ SHF + LHF (4)

where R,er, SHF, and LHF are the surface net radiation, sensible heat flux and latent heat flux, which are all
defined positive downward. The ground heat flux in ERAI also satisfies the relation

G = Ag(Tg— ST1) (5)

dependent on the difference between the skin temperature, Ty, and the ERAI 0-7 cm soil layer tempera-
ture, ST1; and an empirical skin layer conductivity, Ag=10 Wm 2K~ for low vegetation with no snow
cover (see Table 7.2 of the model documentation [ECMWEF, 2007]. There is an additional small direct radia-
tive coupling to the first soil layer.

Snow uses the same formula (5), where ST1 is replace by the temperature of the single slab of snow and
Agc=7 Wm™2K™ ', In this case Ay represents the snow conductivity between the skin and the middle of
the snow layer. The value is reasonable for thin snow layers but too large for thick layers, and therefore the
thermal coupling between atmosphere and snow is too strong [Dutra et al., 2010]. The complete thermal
coupling between atmosphere and soil also involves the heat diffusion between the snow pack and the
soil. Here the heat conductivity is scaled with the thickness of the snow layer, and the insulation effect
increases with deeper snow.

Possible biases in (4) that would lead to temperature biases are the lack of a seasonal cycle of LAI, which
affects the seasonal partition between SHF and LHF; and strength of the soil-BL coupling, represented by
Ask, Which affects the diurnal and seasonal amplitude of G.
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6.1. Qualitative Discussion of the Diurnal Biases in Warm and Cold Seasons

We looked at the seasonal structure of the biases and surface energy balance under clear skies, defined as
Opaque Cloud fraction < 0.1. Figure 9 (left) extracts the ERAI clear-sky seasonal cycle of the biases from Fig-
ures 3 and 5. We have replicated November and December so the winter cycle is clearly visible. The positive
cold season biases in T,,, T, and T, are largest in mid-winter. The warm season composites from April to
October are not continuous with the cold season composites from November to March, and the seasonal
trends are quite distinct. The negative bias:T, in the warm season and positive bias in the cold season gives
a very large discontinuity across the snow-no snow boundary. In contrast bias:T, is almost continuous
across the spring and fall snow boundary, with a minimum in spring, rising to high values in mid-winter.
However the large discontinuity in bias:T, propagates to the corresponding discontinuities in bias:T,, and
bias:DTR shown.

Figure 9 (right) show the corresponding terms in equation (4) in the monthly mean surface energy balance
under clear skies, and the mean snow water equivalent, SWE in mm, for the ERAI surface snow layer. The
surface energy balance is radically different between warm and cold seasons. Monthly mean SHF is positive
(downward) for ERAI from November to February. This downward mean SHF, means that, unlike the warm
season, there is a persistent stable BL which strengthens at night and weakens in the daytime. The down-
ward shortwave flux is low around the winter solstice, because 60-70% is reflected by the high albedo of
snow, which gives R,.; negative from November to February [Betts et al., 2015], and only weakly positive in
March. This is in sharp contrast to the warm season when monthly mean Rne; reaches 189 W/m? in June
under clear skies, and the strong solar heating drives an unstable daytime BL. Thus the reversal of the sign
of bias:T, between cold and warm seasons is associated with a shift from a stable to an unstable daytime
BL; while the night-time stable BLs have warm biases throughout the year, with a minimum in spring and a
maximum in December.

The Prairie climate stations in Saskatchewan have no measurements of the components of the surface
energy balance, other than the BSRN measurements near Regina that were used to calculate the small
biases in the downwelling radiation, shown in Figure 7. However, the positive bias:T,, under clear skies
implies that the outgoing LW radiation in mid-winter is biased high by 8.5 W/m? with the mean January-
February temperatures of 248 K. This heat loss is compensated by the sum of the upward flux G from the
ground to the surface and the downward sensible heat flux, SHF, in the stable BL, since the latent heat flux
LHF is very small (Figure 9, right).

It is believed that the momentum boundary layer at night is too diffusive in the reanalysis, which would
reduce both the fall of near-surface wind-speed and temperature at night, giving a positive bias of both
minimum temperature and wind-speed under clear skies (Figure 6). However, in the cold season there is
very little variation in either windspeed (not shown) or wind-speed bias from November to February. So it
likely that the seasonal variation in bias:T, and bias:T, which peak in mid-winter, when the soil is warmest
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Figure 9. Seasonal cycle of clear-sky biases in (left) T, T, T, and DTR and (right) seasonal cycle of clear-sky Rnet, LH, SH, G and SWE in
ERAL.
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with respect to the skin temperature, is related to a positive bias in the upward ground flux G; while the
difference between bias:T, and bias:T,, is related to the diurnal cycle of the stable BL. This suggests that
the seasonal amplitude of G may too large. This interpretation is consistent with experience by Viterbo
et al. [1999] with an earlier model version. They found that winter bias and errors in night time cooling
showed similarity and were pointing to the stable side of the atmosphere-surface coupling. They found
that improvements could be made by adjusting the atmosphere turbulent diffusion and by adjusting
parameters related to ground heat flux. So aspects of turbulent diffusion should not be excluded,
although we feel that addressing ground heat flux issues has higher priority. Firm conclusions can only be
drawn when more detailed information is available e.g., representative ground heat flux and accurate tur-
bulent fluxes.

The warm season shows a radically different seasonal variation in the temperature biases. Bias:T, reverses
sign and becomes negative for the daytime unstable BL, which is driven by strong solar forcing and a
large Ryet- The small negative wind-speed biases, shown in Figure 6, for the daytime unstable BL, suggest
that the model may have too large a roughness parameter, which would also bias:T, negative. Mean G is
largest in April when the soil is cool after winter, and smallest in October when the soil temperature is
dropping after summer, but the air temperature is falling faster. Positive bias:T,, and negative bias:T, is
consistent with G being too large upward at night and too large downward in the daytime: which is con-
sistent with Ay, being too large. Since the negative bias in DTR comes from the cold bias in T, and the
warm bias of T, it could be viewed as a consequence of a high bias in the diurnal amplitude of the
ground heat flux in ERAI.

The seasonal dependence of bias:T, from April to October has two possible causes: the lack of the seasonal
dependence of LAl and the seasonal variation of G/R,e. Cropland has a ramp-up of LAl in spring and a fall
of LAl after crop harvest and senescence in fall. Hence, fixed LAl will bias latent heat flux high and sensible
heat flux low in spring and fall, giving larger negative bias:T, in spring and fall. The impact of a downward
daytime bias of G may also have a seasonal structure. For the 3 h data window at local noon, G/R,; in ERAI
is smaller in summer (16%) than in spring (21%) and fall (23%). G/Rye: being smallest in June is consistent
with the negative bias:T, being smallest in June.

The cause of the nearly monotonic increase in bias:T, from April to October is less clear. It is possible that
soil temperatures may have a cold bias in spring if there is an excess extraction of heat from the soil in win-
ter, and a warm bias in fall if there is an excess storage of heat in the soil during summer.

Many issues cannot be resolved without quantitative sensitivity analyses and/or additional observations
that can constrain the problem. We leave these for future work. The reanalysis is not only a fully coupled
ground-BL-cloud-atmosphere system, there are also separate analysis temperature increments to both the
atmosphere and the soil.

6.2. Comparison of Soil Heat Flux and Soil Temperatures at Lethbridge Prairie Site

We have no data at the Prairie climate stations on the soil temperatures or soil heat flux. However there is a
FLUXNET-Canada research station near Lethbridge, Alberta at 49.43°N, 112.56°W, elevation 951m, over
mixed grass prairie, measuring the soil temperatures at 2, 4, 8 and 16 cm and the components of the energy
balance equation (4) [Flanagan et al., 2002; Flanagan and Johnson, 2005; FLUXNET-Canada, 2016].

Figure 10 compares the diurnal and seasonal cycle of the ground heat flux (left) and soil temperatures for
June, July and August (JJA) for the coincident ERAI gridpoint and the Alberta grassland data (AB-GRL) for 5
years, 2003-2007, with the error bars showing the interannual variability (left). Figure 10 (top left) shows
that the annual cycle of monthly mean ground heat flux in ERAI has roughly double the amplitude of the
observations for this site. The soil heat flux is an average of values from two flux plates at 2 cm for 2003-
2005 and four flux plates for 2006-2007. We made no correction for the thermal storage in the first 2 cm of
soil. Note that the interannual variability in the reanalysis is large from January to March. The lower left
panel shows the diurnal cycle comparison for the four seasons (December to February, DJF, March to May,
MAM, June to August, JJA, and September to November, SON). We see that in all seasons, the amplitude of
the diurnal cycle of the reanalysis ground heat flux is more than double that seen in these observations. Fig-
ure 10 (right) compares the mean JJA diurnal cycle of 2 m temperature and two soil temperatures. We show
AB-GRL soil temperature at 4 cm, as a match for ERAI first soil layer, ST1, from 0 to 7 cm, and the AB-GRL
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Figure 10. Comparison of the diurnal and seasonal cycle of (left) the ground heat flux and (right) soil temperatures for June, July and
August (JJA) for ERAI and the Alberta grassland data (AB-GRL).

16 cm soil temperature as a match for the ERAI second soil layer, ST2, from 7 to 28 cm. While the 2 m tem-
peratures have a similar mean diurnal cycle, the diurnal cycle of the soil temperatures has more than dou-
ble the amplitude in the reanalysis than shown in the data. Both temperature and soil heat flux
comparisons suggest much greater diurnal and seasonal exchange of heat with the soil in the reanalysis,
or conceptually that the soil-atmosphere coupling in ERAI is much stronger than in these Prairie grassland
observations. We are of course totally mismatched in scale. ERAl is a grid point mean, and the AB-GRL soil
flux and soil temperature data are essentially point measurements for a grassland prairie site. However,
consistency between soil heat flux data and the diurnal/seasonal evolution of temperature suggests that
there is some realism in the data. The use of soil heat flux as a residual of atmospheric turbulent and radi-
ative fluxes is not an alternative, because it is well known that the imbalance in surface energy budget
observations is of the same order as the ground heat flux [Oncley et al., 2007]. In these Alberta grassland
data, the April to August average daily surface energy imbalance is —38 W/m? (28% of R.e,), much larger
than the measured daily ground flux of 6 W/mZ. In models this energy balance is imposed, but it does not
imply that errors in turbulent and radiative fluxes accumulate in the ground heat flux. The surface energy
balance is part of the coupled system and surface skin temperature (which controls the ground heat flux)
is highly interactive in models and in nature. The ERAI model has such strong interaction through the fast
responding skin temperature, but also the simpler Penman-Monteith formulation for turbulent fluxes
exemplifies strong interaction.

6.3. Linear Fits to the Growing Season Diurnal Biases

Figure 1 shows the mean warm season biases have a quasi-linear dependence on opaque cloud cover, but
Figure 3 shows that the seasonal dependence is large, and also nonlinear for T, and DTR. However the varia-
tion over the growing season, May to August (MJJA) is smaller than for April to October, so we derived lin-
ear fits to the mean MJJA biases as a function of mean opaque cloud cover (OPAQ,,). These could be useful
as corrections in simple models. Bias:T,, is near zero, and the linear regression fits for T,, T,, and DTR are

Bias : Ty=—1.41 (+0.18) + 0.176 (£0.010) OPAQm (R*= 0.97) (6a)
Bias : T,= 1.78 (£0.05) — 0.226 (+0.009) OPAQm (R*= 0.99) (6b)
Bias : DTR =—3.19 (£0.08) + 0.402 (£0.014) OPAQ,(R*= 0.99) (60)

Opaque cloud cover is an observed variable on the Prairies, not a model variable, and it could be argued
that fits to a model variable such as R,e; would be more useful. However simple linear fits are not suitable
for Rhet, because the dependence of monthly mean R, on opaque cloud is nearly quadratic with the maxi-
mum under clear skies.
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7. Conclusions

By comparing data from four climate stations on the Saskatchewan Prairies with corresponding grid-points
in the ERAI reanalysis, we have explored the model biases in the mean diurnal cycle, represented by T,, T,,
T and DTR, as a function of opaque cloud cover in the warm season without snow cover, and in the cold
season with snow cover. Earlier work [Betts et al., 2013a; Betts and Tawfik, 2016] had shown that the diurnal
temperature range is strongly dependent on diurnal and monthly timescales on opaque cloud, which deter-
mines the shortwave and longwave cloud forcing. Betts et al. [2014a] showed that reflective surface snow
acts as a climate switch in the cold season and also reverses the sign of the net cloud forcing.

Our results in Figures 1-5 and 9 show that the model climate biases are quite distinct between the cold sea-
son with surface snow and the warm season (without surface snow). The warm season is characterized by
an unstable daytime BL and a stable night-time BL; while the cold season with snow is dominated by a sta-
ble BL, both day and night.

The warm season biases increase as cloud cover decreases, and change substantially from April to
October. Under clear skies, bias:T, is negative of the order of —1°C in June and July, and —2°C in spring
and fall; while bias:T, increases almost monotonically from +1°C in spring to +2.5°C in October. Conse-
quently bias:T,, increases from small negative values in April to small positive values in the fall, and
bias:DTR falls under clear skies from —2.5°C in spring to —5°C in fall. These are substantial clear-sky biases
when compared with the April to October 1981-2010 climate normals for Regina, for which mean DTR
=14°C, and mean (T, - T,,) =7°C.

The corresponding cold season biases have a very different structure. The primary difference is that bias:T,
is positive, of the order of +1°C, and varies little from November to March and with cloud cover. Both
bias:T,, and bias:T, are also positive in the cold season, reaching +2.6°C and +3°C respectively in January
under clear skies. Both show a sharp fall in March as the solar zenith angle decreases. As a result the cold
season bias:DTR increases from about —1.8°C in the fall to positive values in March.

The clear-sky ERAI temperature biases, summarized in Figure 9, have discontinuities in both spring and fall
with the snow transitions. Bias:T, has the largest discontinuity because it reverses sign from positive with
the cold season stable BL to negative with the warm season unstable daytime BL. However, bias:T,, is quasi-
continuous with a minimum in spring and a maximum in December. The result is that bias:T,, and bias:DTR
have substantial discontinuities across the snow transitions.

We suggest that the ERAI diurnal cycle biases in 2 m temperature and their seasonal trends at these Prairie
sites are consistent with a high bias in both the diurnal and seasonal amplitude of the model ground heat
flux. For example, in the warm season the negative values of bias of T, and the positive bias of T, are consis-
tent with the ground flux being too large downward in the daytime and too large upward at night. In the
cold season stable BLs, the positive bias of T, is largest in mid-winter when the soil-air temperature differ-
ence is largest. We also suggest that in the warm season, the lack of a seasonal cycle in the model leaf area
index, gives too much evaporation in spring and fall, which contributes to a larger cold bias in T,. However
we recognize that in this fully coupled model system, biases in the formulation of both stable and unstable
BLs may also contribute to the diurnal temperature biases.

Our evaluation of these model biases is only qualitative because although the Prairie climate stations have
excellent hourly data for many decades, they have no measurements of the components of the surface
energy budget, or of soil temperature that we can compare with reanalysis values. We used data from a
BSRN site near Regina to show that the biases in the downwelling shortwave and longwave radiation fluxes
in ERAI are very small under clear skies. To assess the ground flux coupling in ERAI, we compared soil flux
and soil temperature data from a flux tower site (AB-GRL) over a grassland prairie near Lethbridge, Alberta
with the corresponding grid point in ERAL. This comparison is totally mismatched in scale, since ERAl is a
grid point mean, and the AB-GRL data are a mean of flux plates at 2 cm for 2003-2007. Nonetheless, this
qualitative comparison suggests that the diurnal and seasonal amplitude of the ground fluxes in ERAI may
be too large by a factor of the order of two.

We showed for comparison the ERAI biases for a boreal forest site with climate data at The Pas; and found
that the model biases for a grid-point that had 56% tall vegetation were smaller in both warm and cold sea-
sons than for the Prairie composite.
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The identification of these reanalysis biases is of value for two reasons. The large model biases in the warm
season are clearly important if reanalysis data are to be used for agricultural modeling, where our results
can be used as bias corrections. Our methodology also provides targets for improving the model represen-
tation of the surface coupling for both daytime and night-time processes and over the annual cycle. This
we leave for future work as it is not an easy task, because all aspects of the analysis-forecast system are
involved. We will first assess how these biases have changed in ERA5, based on a more recent 2016 model
version, Dutra et al. [2010] have already addressed reformulating the snow model to reduce the cold season
biases, but the large warm season biases over short vegetation like the Prairie landscape need more study.
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